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Background, why tabletop is important
Problem: object uniqueness
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Solution 1: spatial reference
Solution 2: perspective

Study 1
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Image generation

Study design

Result
m Human vs robot
m Visual search + word frequencies
m Difficulty

Study 2
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Data coding

Study design

Result
m Block ambiguity
m Perspective

Discussion
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3 approaches to give instructions

Block ambiguity and perspective ambiguity
Neither perspective is the best

Future work - interactivity
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Key Issue: Ambiguity



Key Issue: Ambiguity

As scene complexity increases, so does the difficulty in specifying an object.



Key Issue: Ambiguity

As scene complexity increases, so does the difficulty in specifying an object.

Natural language is inherently ambiguous.



Forms of Ambiguity

“Pick up the coffee cup.”




Forms of Ambiguity

“Pick up the coffee cup.”

Which one?
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Forms of Ambiguity

“Pick up the coffee cup
on the right.”
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Forms of Ambiguity

“Pick up the coffee cup
on the right.”

Whose right?
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Forms of Ambiguity

“Pick up the coffee cup next to
the donuts.”
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Forms of Ambiguity

“Pick up the coffee cup next to
the donuts.”

How close is ‘next to’?
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Can you
uniquely

describe
this
block?




How can we best overcome ambiguity when grounding our
references while keeping communication natural?

!l p

17



Approach

Learn by observing what humans do and extract best-practices from the examples
that are most successful.
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Collect Corpus
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Collect Corpus
Gain Insights
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Collect Corpus
Gain Insights

)

4,

Evaluate Corpus

22



Collect Corpus
Gain Insights

)

4,

Evaluate Corpus
Extract Guidelines
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Collect Corpus
Gain Insights

)

4,

Evaluate Corpus

Extract Guidelinei Analysis Tools )
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Study 1 : Collecting Instructions for Corpus

Scenario #1/14

You are facing the table just as it appears in the image, and on the
other side of the table is a person represented by the silhouetted
figure.

How would you instruct the person to pick up the indicated block?
(They cannot see the red arrow):

How difficult did you find it to answer this prompt?

Very Difficult
Difficult

Neither difficult nor easy
Easy

Very Easy
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Study 1 : Collecting Instructions for Corpus

Scenario #1/14

You are facing the table just as it appears in the image, and on the
other side of the table is aperson represented by the silhouetted
figure.

How would you instruct the person to pick up the indicated block?
(They cannot see the red arrow):

How difficult did you find it to answer this prompt?

Very Difficult
Difficult

Neither difficult nor easy
Easy

Very Easy
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Study 1 : Collecting Instructions for Corpus

Scenario #1/14

You are facing the table just as it appears in the image, and on the
other side of the table is a robot represented by the silhouetted
figure.

How would you instruct the person to pick up the indicated block?
(They cannot see the red arrow):

How difficult did you find it to answer this prompt?

Very Difficult
Difficult

Neither difficult nor easy
Easy

Very Easy
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Study 1 : Collecting Instructions for Corpus

Scenario #1/14

You are facing the table just as it appears in the image, and on the
other side of the table is a robot represented by the silhouetted
figure.

How would you instruct the person to pick up the indicated block?
(They cannot see the red arrow):

How difficult did you find it to answer this prompt?

Very Difficult
Difficult

Neither difficult nor easy
Easy

Very Easy

30



Evaluating

How do we tell how good any specific instruction is?

“Pick up the
blue block”
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Evaluating

Given an instruction and the stimulus it corresponds to, can people infer the
correct block?

“Pick up the
blue block”
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Evaluating

Given an instruction and the stimulus it corresponds to, can people infer the
correct block?

“Pick up the
blue block”
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Study 2 : Corpus Evaluation

Scenario #3/40

You are seated across the table from the silhouetted figure.
You have just asked the silhouetted figure to pick up a block.
The instructions you gave are shown in the blue text below:

Pick up the green block that is closest to you and on the
right.

Which block do you expect the silhouetted figure to pick up?
The red circle shows the block, click to show a black and white
circle with your selection.

Once you are satisfied with your selection, please click the
next button to move on.
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Metrics

For each instruction, we calculate:
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Metrics

For each instruction, we calculate:

# of successful block selections

Accuracy:
total # of times instruction is shown
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Metrics

For each instruction, we calculate:

# of successful block selections

Accuracy:
total # of times instruction is shown

Avg. Completion time: How long it takes to select the indicated block on average
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Full investigation and results TBR in:

‘Spatial References and Perspective in
Natural Language Instructions for
Collaborative Manipulation”

at IEEE Ro-Man 2016 (Late August)

patial References and Perspective in

Natural Language Instructions for Collaborative Manipulation

Shen Li*, Rosario Scalise®, Henny Admoni, Stephanie Rosenthal, Siddhanha 8. Srinivasa

Abstract—As humans and robots collahorate together on
spatial tasks, they mant communicate deardy ahout the oh jects
they are referencing. Communication is clearer when language
s unambiguous which implies the use of spatial references and

ficil perspectives. In this wark, we contribuke iwo studics
1o undersiand how peopk insiruct a pariner o klentify and
pick up ehjects an @ table. We investigate spatial features and
perspectives in human spatial references and mmpare word
zage when instruding mhak v instruding sther humans.
We then forus sur anahsic on the darily of instructions with
repect to perspeativetaking amd spatial references. We find that
enly ahout 42% of instructions cantain perspectivednd ependent
spatial references. There & a strong coarrd ation between pariic-
ipants' accuracy in eveculing instructions and the perspectives
that the imstmctions are given in, s well between scouracy
and the numhber of spatial relafions that were required far the
instrudion. We conchude that sentence complexity din terms of
spatial rdations and perspective taking) impacis understanding,
and we provide suggestions for automatic generation of spatial
reerences.

L InTRoDuCToN

As people and robots collshorste more frequently on
spanal lsks such & fumitune ssembly [1], wanchouse au-
they meed 1o commmnicate
cleanly shonn objeck in ther envirannenl. In arder 10 do
this, people wse 3 combimation of visual features and spatial
references. In the sentence “The ned cup on the righ
i3 a visual featune anel ‘right’ is a spatial refenence.

There i3 & loag lme of nsearch m robalics neliled &
commmmnicating shout spatial neferences ke “furthest i the
right', 'near the back’, amd ‘cheest’ e nav om sk [4F
[10]. However, there are fewer dudies invalving the conmm-
nication of atial relerences Tor tsbletop o sse mibly ks

[11]. A conmmon them: in e space of tbleop manipulstion
ks i3 cluiter which we view = many polential objects ©
remon shout. See Fig
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A chinered 1able intocuces the problem af olje! anigae-
nexy whene 15 there ane two abjects which ame idemilied in
thee same manner de.g. the red cup ansng two ned cups), we
are ket with an am One possible solution 10 this 15

W utilize spatial seferences which allow the we of sputial
properties © esbblih 3 gromding or ceringy shout the
seimantic et ip helween bho entilies.

However, even with the use of spatial references, itis aill
possible W encounter additiomal ambiguity which originates
from the nefenence frame. Humons often use perspective 1o
sesalve this ambiguity & in the sanpl the sal cup on

your right’. Ofien times, in tablelop scenarios, the person
giving insructions will be siusted acos the bl from
feir panner and @us will have 2 different perspective.
Thesefore, sobots hat collaborste with huntan: in tabltop
bk have 0 both understind and generate spatial bmguage
rective when mleracting with their hunsn paniners.
igste these bey componems by colleting 3 corpus
af natural inguage indructions and analy

rng them with our
goal of clear communication m nned.

We first conducterd a sty in which we asked participants
Kb wrile i iruction: 1o either 3 robaod or human pariner s ilting
acros the hle w0 pick up an indicated block from the 1able
& shown in Fig 1. This task rises a pergective roblen:
doe: the participant we the pariner’s perpective or their
aun perspective, il my? Blocks were nol alvays uniquely
wlentifishle, aned 50 the tek requined participans 1o describe
apatial relakmship between objects o well. We analyee
the maructions from perticipents for 1) languspe diffenrences
between mstructing 3 hunon versus a robal pormner, 23
wends in language for visual and spatisl relenences, amd
3y the perspective(s) panicipants we when mstucting their
Jorimers.

To mvestigate the effect of perpective, we conducted 3
second sudy in which we presented new participants with
e anstrctions fron te fird Audy and sked them o selea
the melicated block We abhizad the comed se
mdicaned block 2 an objective mexsure of clarity. In osder
wr estsblish which imtructions contained ambiguities (bck of
clarity ), we list mnually coded the instnic ions Tor whether
the e

chiam of the

erence pergpective was unknown of explicil { partici
pant's, pantner’s, of neither) and whether e were multiple
blocks that coukl be sekeoied baed on the msucxm. An
unkmown perspective implies the manction i depemdent on
perspective, but @ s nel exphcitly sisted .

Results from the first smdy show that panicipants explic-
illy ke the paniner's perspective nxwe frequently when they
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Perspectives
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Types of Perspective:

Partner
TT—

(Speaker) 40




Types of Perspective:

Partner
TT—

Partner:
“Pick up the blue block
on your left”

(Speaker) 41



Types of Perspective:

Partner
TT—

Partner:
“Pick up the blue block
on your left”

Participant:
“Pick up the blue block
on my right”

(Speaker) 42



Types of Perspective:

Partner
TT—

Partner:
“Pick up the blue block
on your left”

Participant:
“Pick up the blue block
on my right”

Neither:

“Pick up the blue block
closest to the orange
block.”

(Speaker) 43



Partner
TT—

(Speaker)

Partner:
“Pick up the blue block
on your left”

Participant:
“Pick up the blue block
on my right”

Neither:

“Pick up the blue block
closest to the orange
block.”

Unknown:

“Pick up the blue block
to the right of the
orange block.”

Types of Perspective:
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Perspective vs

Accuracy and Completion Time
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Pick up the box furthest to
your left.

Partner perspective
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Pick up the box furthest to
your left.
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Pick up the box furthest to
your left.
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Pick up the orange block
closest to my right hand
side.

Participant perspective
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Pick up the orange block
closest to my right hand
side.

A

B

.




Pick up the orange block
closest to my right hand
side.
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Please pick up the orange
block that is closest to me.

Neither perspective
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Please pick up the orange
block that is closest to
me.
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Pick up the rightmost
orange block

‘Right to 2?7

e)



Bt

Pick up the rightmost
orange block

~Unknown perspective

e)
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Hypothesis:

Neither Perspective is better
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Result:

Prefer Neither Perspective
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Other Factors
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Pick the blue block that is
closer to you and right next
to the yellow block

Neither perspective
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Pick the blue block that is
closer to you and right
next to the yellow block

Neither perspective
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Pick the blue block that is
closer to you and right
next to the yellow block

Neither perspective

63



L5k

Pick up the blue block on
your far right.

~Partner perspective

Q))
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Pick up the blue block on
your far right.

~Partner perspective

Q)
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Tradeoff
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Robot Partner vs Human Partner
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Pick up the third blue
block from your left
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Thank You!

Learn More @ Poster Session

Visual features

Investigated Perspectives

Perspectives

Dataset will be made available soon!
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